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ABSTRACT
Implicit feedback (e.g., user clicks) is an important source of data
for modern search engines. While heavily biased [8, 9, 11, 27], it is
cheap to collect and particularly useful for user-centric retrieval ap-
plications such as search ranking. To develop an unbiased learning-
to-rank system with biased feedback, previous studies have focused
on constructing probabilistic graphical models (e.g., click models)
with user behavior hypothesis to extract and train ranking systems
with unbiased relevance signals. Recently, a novel counterfactual
learning framework that estimates and adopts examination propen-
sity for unbiased learning to rank has attracted much attention.
Despite its popularity, there is no systematic comparison of the
unbiased learning-to-rank frameworks based on counterfactual
learning and graphical models. In this tutorial, we aim to provide
an overview of the fundamental mechanism for unbiased learning
to rank. We will describe the theory behind existing frameworks,
and give detailed instructions on how to conduct unbiased learning
to rank in practice.
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1 INTRODUCTION
Ranking is a core problem of Information Retrieval (IR). Many IR
applications such as Web search, product recommendation, and
question answering are ranking problems by nature. Among many
ranking paradigms, learning to rank is the most widely used technol-
ogy in both academic research and commercial search engines [13].
The idea of learning to rank is to represent each document with a
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feature vector and learn a machine learning model that can rank
documents based on their relevance to the query.

Although there have been studies that use unsupervised data
or pseudo supervision for learning-to-rank models [1, 4], the best
retrieval system is typically constructed based on supervised learn-
ing. Many of the state-of-the-art retrieval systems today make use
of deep models [7, 15], which require large amounts of labeled data.
Despite the development of crowdsourcing systems [5, 12], obtain-
ing large-scale and high quality human annotations (e.g. TREC-style
relevance judgments) is still expensive, if not impossible. Therefore,
implicit feedback such as clicks are still the most attractive data
source for the training of ranking systems.

Directly training a ranking model to optimize click data, how-
ever, is infeasible because click data are heavily biased [8, 9, 11, 27].
For example, the order of documents in a search engine result page
(SERP) has a strong influence on where users click [8]. Studies of po-
sition bias show that users tend to examine and click results on the
top of a SERP while ignoring those on the bottom. A naive method
that treats click/non-click signals as positive/negative feedback will
lead to a ranking model that optimizes the order of a search result
page but not the real relevance of documents.

To leverage the full power of click data for learning to rank, IR
researchers have attempted to remove the effect of user bias in the
training of ranking models. One such effort is the development
of click models. Click models [3, 6, 21, 22, 25] make hypotheses
about how users examine the documents on a SERP, and estimate
the true (unbiased) relevance feedback by optimizing the likeli-
hood of the observed user clicks. Ranking models are then trained
with the estimated relevance signals so that the overall system is
unbiased [14]. Another effort to debias click data is result inter-
leaving [2, 16, 18–20, 26]. By putting different documents at same
positions and collecting clicks accordingly, we can obtain unbiased
pair preferences for documents in the same result list. These pref-
erence signals can then be used to train learning-to-rank models in
an online manner.

More recently, a new research direction has emerged that focuses
on directly training ranking models with biased click data using
counterfactual learning [10, 23, 24]. This unbiased learning-to-rank
framework treats click bias as a counterfactual effect and debiases
user feedback by weighting each click with their inverse propensity
weights [17]. It uses a propensity model to quantify click biases and
does not explicitly estimate the query-document relevance with
training data. As theoretically proven by Joachims et al. [10], given
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the correct bias estimation, ranking models trained with click data
under this framework will converge to the same model trained with
the true relevance signals.

In this tutorial, we introduce the theory behind each technique
and talk about their differences in detail. We provide hands-on
instructions on how to customize and apply these unbiased learning-
to-rank techniques to different retrieval tasks, and this will provide
important guidance for the design of unbiased ranking systems and
inspire future studies on related research topics.

2 FORMAT AND SCHEDULE
This tutorial consists of a series of talks on different unbiased
learning-to-rank techniques and their applications. We first intro-
duce the motivation for unbiased learning to rank, and then discuss
how previous studies tackle the problem from different angles.

The technical content of this tutorial will be organized in two
parts. In the first part, we talk about previous studies on click mod-
els [3, 6, 21, 22, 25]. The idea of click models is to extract unbiased
relevance signals from biased user feedback. They construct hy-
potheses on user behaviors and build machine learning models (e.g.
probabilistic graphic models) to debias user feedback so that we
can train a learning-to-rank algorithm using unbiased relevance
signals. In this topic, we first introduce the concept of examina-
tion hypothesis and representative user behavior models. Then, we
describe how to derive a click model based on each examination
hypothesis and how to estimate the unbiased relevance signals step
by step. We empirically compare different click models in a joint
retrieval framework and discuss the advantages and limitations of
unbiased learning to rank with click models.

In the second part, we talk about recent developments on coun-
terfactual learning for unbiased learning to rank [10, 23, 24]. In
contrast to click models, unbiased learning to rank with counter-
factual learning focuses on the estimation of user examination
propensity and uses an inverse perpensity weighting schema to
create a learning framework in which a ranking model trained
with biased user feedback can converge to the same model trained
with unbiased relevance signals. In this topic, we first introduce the
idea of counterfactual learning and its underlining theory. After
that, we will describe how to build an unbiased learning-to-rank
framework with inverse propensity weighting and how to estimate
examination propensity in online systems. Finally, we discuss the
connections and differences between existing unbiased learning-to-
rank techniques.

3 SUPPLEMENTAL MATERIALS
The technical manuscript includes content about the click bias that
have been identified in the user studies of Web search, the user
behavior hypotheses and representative graphic models developed
in previous studies, and the proof of theorems and equations for
counterfactual learning. All supplemental materials can be found
on the homepage of the authors1.
1http://www.cs.umass.edu/~aiqy/
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